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ABSTRACT

Background: The predictive accuracy of suicidal behaviour has not improved over the last decades. We aimed to explore the potential of machine learning to predict future suicidal behaviour using population-based longitudinal data.

Method: Baseline risk data assessed within the Scottish wellbeing study, in which 3508 young adults (18–34 years) completed a battery of psychological measures, were used to predict both suicide ideation and suicide attempts at one-year follow-up. The performance of the following algorithms was compared: regular logistic regression, K-nearest neighbors, classification tree, random forests, gradient boosting and support vector machine.

Results: At one year follow up, 2428 respondents (71%) finished the second assessment. 336 respondents (14%) reported suicide ideation between baseline and follow up, and 50 (2%) reported a suicide attempt. All performance metrics were highly similar across methods. The random forest algorithm was the best algorithm to predict suicide ideation (AUC 0.83, PPV 0.52, BA 0.74) and the gradient boosting to predict suicide attempt (AUC 0.80, PPV 0.10, BA 0.69).

Limitations: The number of respondents with suicidal behaviour at follow up was small. We only had data on psychological risk factors, limiting the potential of the more complex machine learning algorithms to outperform regular logistical regression.

Conclusions: When applied to population-based longitudinal data containing multiple psychological measurements, machine learning techniques did not significantly improve the predictive accuracy of suicidal behaviour. Adding more detailed data on for example employment, education or previous health care uptake, might result in better performance of machine learning over regular logistical regression.

1. Introduction

Suicide and suicide attempts are major public health issues (World Health Organization, 2014). The WHO designates suicide prevention a global imperative and urges countries to develop and implement national suicide prevention strategies. The first step to improve prevention strategies is to establish which risk factors explain and predict suicidal behaviour over time. Indeed, epidemiological studies have made some progress, in this regard. For instance, mood disorders and anxiety disorders are well known risk factors associated with future suicidal behaviour (Nock et al., 2009; Sareen et al., 2005). However, as was highlighted in a recent meta-analysis such epidemiological risk factors are not specific enough to be used in daily clinical practice, as their predictive power is only slightly better than chance for all suicidal thoughts and behavioural outcomes (Franklin et al., 2016). As the suicide research field’s predictive ability has not improved in the last 50 years, these authors called for a shift from a focus on traditional modelling techniques to approaches and techniques from the field of machine learning (ML). The rationale to predict suicidal behaviour with ML compared to more traditional approaches is because the latter is focused on explanation rather than prediction. Additionally, techniques which analyse the effects of significant relations, such as using isolated predictors in simple regression models, are not adequate to model multifactorial complex behaviours such as suicide (O’Connor and Nock, 2014; Walsh et al., 2017a).

1.1. Examples of ML using electronic health records

In two studies, Walsh et al. (2017, 2018) developed risk prediction models using readily available electronic health records (EHR). In both studies, they applied a machine learning technique called random forest and demonstrated more accurate prediction of suicide attempts than...
the more traditional regression technique (For example, the area under the curve (AUC) of the ML algorithm was 0.81 CI 0.83–0.85 versus the AUC of 0.66 CI 0.58–0.75 of standard logistical regression). Barak-Corren et al. (2017) also developed a risk prediction model using readily available EHR data. They predicted suicide attempts or death by suicide in a large health care system and were able to identify nearly half of all suicides and suicidal behaviours with 90% specificity. Moreover, they demonstrated that models with fewer predictors (i.e., based on commonly used risk factors only) performed worse (sensitivity of 33% vs. 45%) than those with more predictors. Kessler et al. (2015), in their study, collected extensive data in addition to EHR and in their best-fitted model, 53% of post-hospitalization suicides occurred within the 5% of hospitalized patients with highest predicted suicide risk (Kessler et al., 2015). These examples demonstrate the advantages of ML over traditional approaches when predicting suicidal behaviour using EHR.

1.2. ML and population-based longitudinal studies

Population-based studies are used to estimate the prevalence of suicidal behaviour in the general population (e.g. (Nock et al., 2010; Ten Have, Van Dorsselera, and De Graaf, 2013)). Early analyses from such studies found a significant relationship between any mental disorder and suicidal behaviour (e.g. (Harris and Barraclough, 1997)) . However, when novel statistical techniques were used to control for comorbidity, the relation between disorders and suicidal behaviour appeared to be less strong, and for some disorders even non-significant (Nock et al., 2009). This example shows how the application of different statistical techniques can result in different conclusions.

In the current study we aim to explore the potential of machine learning when applied to population-based longitudinal data that includes 15 different psychological risk and protective factors for suicidal behaviour assessed with 211 separate items. The assessed risk factors incorporated key aspects of the integrated motivational-volitional (IMV) model of suicidal behaviour (O'Connor and Kirtley, 2018).

In brief, the IMV model proposes that suicidal behaviour results from a complex interplay of motivational and volitional phase factors. Factors within the motivational phase of the model explain how suicidal thoughts emerge in some people but not in others. Factors within the motivational phase include defeat, entrapment, and (lack of) social support. Volitional phase factors, on the other hand, are those factors that govern the transition from suicidal thinking (ideation/intent) to suicidal behaviour; they include exposure to suicide, fearlessness about death and impulsivity.

There are several elements in the modelling of the data, that makes research in the identification of future suicidal behaviour, suitable for machine learning. First, the interplay between the 15 psychological factors in the data is hypothesized to be of importance (D. de Beurs et al., 2018). For example, the IMV model states that the co-occurrence of high levels of entrapment and perceived burdensomeness result in suicide ideation. Machine learning techniques are more flexible in modelling different types of relationships. Second, it is unlikely that the relationship between all variables will be a linear combination of parameters, as shown by recent ecological momentary studies (Hallensleben et al., 2018; Kleiman et al., 2017). Additionally, another aim of this study is to investigate whether the inclusion of the individual items can increase predictive accuracy. We expect the inclusion of separate items to improve our predictive validity because they contain more detailed information than the constructs.

To explore the potential of machine learning in this context, we will compare different algorithms on their applicability in predicting suicidal behaviour by comparing performance metrics such as the positive predictive value in the prediction of 1) suicide ideation at one year follow up and 2) suicide attempt at one year follow up. Also, we will compare which risk factors are deemed most relevant by which techniques. We are interested to determine which technique is most suited for this type of data and especially if there is added value in more complex machine learning techniques over and above standard regression techniques. Relatedly we are interested in establishing whether the inclusion of individual items from psychological scales improves prediction compared to using only the sum scores.

2. Method

2.1. Participants and procedure

The Scottish Wellbeing Study (O'Connor et al., 2018) is the first nationally representative population-based study documenting suicidal ideation and behaviour in young adults (18–34 year olds) across Scotland. A quota sampling methodology was employed, with quotas based on age (three quota groups), sex and working status. Following written consent, participants completed an hour-long interview, carried out face-to-face in their homes. Participants completed a battery of psychological and social measures that incorporated key aspects of the integrated motivational volitional (IMV) model of suicidal behaviour (see instruments sections below). All interviewers were trained in the administration of the measures. Ethical approval was obtained from the Psychology Department's ethics committee at the University of Stirling and the US Department of Defence Human Research Protections Office. Participants received £25 in compensation for taking part. All participants were given a list of support organisations at the end of the interview. Participants who agreed were then contacted after 12 months to complete a follow-up questionnaire; this was completed by email, post or phone. Participants were then compensated a further £15 in shopping vouchers for their time, and entered into a prize draw for an iPad mini as an incentive.

2.2. Instruments

Psychological risk factors for suicidal behaviour

All risk and protective factors for suicidal behaviour assessed within the Scottish Wellbeing Study are included in our simulations (O'Connor and Kirtley, 2018). The actors are: current suicidal ideation (Beck et al., 1988), depressive symptoms ((Osozios et al., 1998), stress (Cohen et al., 1983), mental wellbeing (Tennant et al., 2007), defeat (Gilbert and Allan, 1998), entrapment (Gilbert and Allan, 1998), social support (Mitchell et al., 2003) socially prescribed or social perfectionism (Hewitt and Flett, 1991), interpersonal needs (van Orden, Cukrowicz, Witte, and Joiner, 2012) and goal activation (Wrosch et al., 2003). Optimism (Scheier et al., 1994), resilience (Campbell-Sills and Stein, 2007), acquired capability (van Orden, Witte, Gordon, Bender, and Joiner, 2008) and impulsivity (Patton et al., 1995) were also assessed. Finally, mental imagery was assessed using eight items to establish the frequency with which participants imagine death-related imagery. More details on the study can be found in (Wetherall et al., 2018).

2.3. History of suicidal ideation and suicide attempts

were assessed with two items drawn from the Adult Psychiatric Morbidity Survey (McManus et al., 2009): “Have you ever seriously thought of taking your life, but not actually attempted to do so?” and “Have you ever made an attempt to take your life, by taking an overdose of tablets or in some other way?” Scores on the two items were combined into one dichotomous variable.

2.4. Future suicidal ideation and suicide attempts

were assessed at the follow-up with the same two items used to assess history of suicidal ideation and suicide attempts, adapted to specify the last 12 months. The variables were both dichotomous.
2.5. Statistical analysis

All analyses were done in R, a statistical programming language (Computing, 2011). The Caret package was used for the machine learning analyses. Caret is a wrapper for about 200 machine learning techniques and was used to apply different algorithms to the data (Kuhn, 2008). In this study, we have chosen six popular techniques to compare: logistic regression, k-nearest neighbors, classification tree, random forest, gradient boosting and support vector machine. The techniques are described in more detail in the appendix.

2.6. Cross-validation

Since machine learning is data-driven and often uses many variables, researchers are understandably concerned with the generalizability of the models. Techniques such as cross-validation are used to prevent over-fitting and increase generalizability. In cross-validation, the data are divided repeatedly into several subsets and algorithms are trained on a subset called the training set, and are evaluated on a different subset called the test set (Kuhn and Johnson, 2013). In this study, a random training set (70%) and a random test set (30%) was selected to train and validate the models. The data splitting was done for both the analysis on future suicide ideation as for future suicide attempts. In both cases, the prevalence of the two measures was kept the same in both training and test set. On the training data, 10-fold cross-validation was used in which the data were split again, into 10 subsets from which one was used as the test set and the other 9 were used for building a model. This procedure was repeated iteratively 10 times and the performance of the model was averaged over the iterations. In each cycle of 10 steps, a different set of hyper parameters was used to build a model. The final model was built with the parameter settings from the cycle with the highest average performance measured by the Area Under the Receiver Operating Characteristic Curve (AUC). Each final model was validated on the hold-out tesseract.

2.7. Data preparation

A participant’s data was included if they had completed 75% or more of a psychological scale, with this resulted in minimal missing data (< 1% on any variable; range 0.31–0.86%). These small amounts of missing data were checked against demographic characteristics and there were no significant associations. Expectation maximization (EM) was applied to replace missing items for each scale; this is an iterative method used to estimate the parameters of a statistical model, and has been shown to be suitable for this type of missing data (Tsikriktsis, 2005). One challenge in predicting suicidal behaviour is that the dataset is imbalanced, which means that the observations with suicidal behaviour are a minority class. One technique to deal with imbalanced data is Synthetic Minority Over-sampling Technique (SMOTE), which is an algorithm that creates synthetic records of suicidal behaviour in the training data, such that the prediction algorithms have more examples of suicidal behaviour to learn from (Chawla et al., 2002). In this study, we used SMOTE on the training data of the cross-validation such that the prevalence of suicidal behaviour is 43% in each iteration of cross-validation. We started with model 1, containing 25 features, including the sum scores on the 15 different psychological constructs, age, gender and whether participants had a history of suicide ideation and or suicide attempt. Additionally, we also added theoretically potential relevant subscales such as internal and external entrapment and perceived burdensomeness and thwarted belongingness to examine the effect above and beyond the total scale. Finally, the beck scale for suicide ideation was included twice, once as a 5 item screen, and once as the full scale. In the second analysis, all the 211 separate items of the 15 scales were added to model 1, to test whether this would improve predictive accuracy (model 2).

2.8. Evaluation of techniques

The fields of medicine and biostatistics often deal with classification problems. Health professionals need to decide whether a spot on a patient’s arm is a tumour or not, whether a patient is at risk for heart failure etc. Similarly, in the field of psychiatry, mental health professionals classify a patient as having a high or a low risk of future suicidal behaviour. In classification terms, a person can be a case (i.e. at risk for future suicidal behaviour) or a control (i.e. not at risk for future suicidal behaviour). The quality of the classification is then determined by the percentage of true cases who are indeed recognized as cases (true positives), the percentage of true cases who are wrongly classified as controls (false negatives), the percentage of true controls who are rightfully classified as controls (true negatives) and the percentage of true controls who are wrongly classified as cases (false positives). These four outcomes are contained in a so-called confusion matrix. As the controls (thankfully) outnumber the cases in clinical practice and in the general population, there is specific interest in the positive predictive value (TP/ TP + FP) (Walsh et al., 2017a). The overall accuracy of the models is measured with the balanced accuracy, which describes the average proportion of correct classifications and is more suited for classification problems with imbalanced data.

2.9. Variable importance

The Caret package allows the researcher to order variables within a technique according to their importance. Although each model uses its own statistical methods to determine the most important variables, conceptually, variable importance can be understood as an ordering of the variables according to their relative contribution to the model. We will present the top five most important psychological constructs in the paper. The order of all variables per model can be found in the supplementary material. As not all models will select the same variables, a rule of thumb is that variables that occur in most models are indeed most important.

3. Results

3508 respondents finished baseline assessments. At one year follow up, 2420 respondents finished the second assessment. 333 respondents (14%) reported suicide ideation between baseline and follow up, and 50 (2%) reported a suicide attempt.

3.1. Prediction of future suicidal ideation

Table 1 shows the results of the two models on the training and the test dataset (model 1: sum scores, subscales and background variables, model 2: model 1 + all separate items). The results on the test set are for most model quite similar to the training set, which indicates that the results are robust. On the test set, for model 1, all metrics are highly similar across analytic methods. The random forest of model 1 had the highest PPV but the difference with for example generalized linear model seems neglectable. The confusion matrix of the random forest in model 1 and all the receiver operating curves are shown in Table 2 and Fig. 1. The random forest and the gradient boosting algorithm of model 2 improved mildly on PPV when compared to model 1. Random forest of model 2 was highly similar to model 1. Interestingly, the other algorithms did slightly worse when all items were added.

3.2. Prediction of future suicide attempt

Table 2 presents the metrics of the different techniques predicting suicide attempt at follow up (2% prevalence) on the training and test data. For most models, the test set results are similar to the training set results which indicates that the models are robust. On the test data, for model 1, the AUC and PPV was highest for the random forest algorithm.
Again, adding all items (model 2) did not improve the metrics when compared to model 1. Logistic regression and k-nearest neighbors were even worse than when only including the sum scores.

Table 3 and 4 and Fig. 2

3.3. Variable importance

Fig. 3 presents the order of the variables of the algorithm with the highest ppv (random forest) for future suicidal ideation. The first five variables are internal entrapment, defeat, entrapment, mental imagery, and interpersonal needs.

Table 5 presents the top 5 of all machine learning models both for the outcome future suicide ideation and future suicide attempt. For future suicide ideation, the most selected variables are: internal entrapment and perceived burdensomeness. With regard to suicide attempt at follow up, defeat, optimism, internal entrapment and depressive symptoms were amongst the most important variables.

4. Discussion

In this study we compared several popular ML techniques and compared them on their applicability in predicting suicidal ideation and behaviour within a population-based longitudinal sample.

4.1. Predicting future suicidal ideation

When using the sum scores as predictors, the more regular algorithm logistic regression was amongst the best predictive algorithms. For example, on the test set, when predicting future suicidal ideation, the PPV of the logistic regression was 0.5 (AUC 0.81, BA 0.76) and for the best performing algorithm, random forest, it was 0.53 (AUC 0.83, BA 0.74). As shown in the results, no large differences in any of the metrics were found between the different techniques. Logistic regression, random forests and gradient boosting seemed to do slightly better when compared to the other algorithms, but the difference is unlikely to be clinically relevant.

4.2. Separate items as predictors

When including all items, none of the techniques improved on the AUC. Less complex techniques such as logistic regression and k-nearest neighbors showed a reduction in PPV. The PPV of the random forest on the test set was 0.52 (AUC 0.83, BA 0.74) compared to 0.35 (AUC 0.80, BA 0.74). As shown in the results, no large differences in any of the metrics were found between the different techniques. Logistic regression, random forests and gradient boosting seemed to do slightly better when compared to the other algorithms, but the difference is unlikely to be clinically relevant.
presence of suicide ideation at one year follow up.

4.3. Predicting future suicide attempts

Future suicide attempt at follow-up is clinically the most relevant variable. The best positive predictive value on the test set was 0.10. This indicates that when we assess all risk factors, we could predict 1 in 10 suicide attempts. As this was a population-based sample, it is important to realize that the base rate was very low (2%). Even after applying oversampling techniques, the prediction of such relatively rare

<table>
<thead>
<tr>
<th>Training set</th>
<th>area under the curve</th>
<th>sensitivity</th>
<th>specificity</th>
<th>positive predictive value</th>
<th>balanced accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic regression</td>
<td>0.67</td>
<td>0.49</td>
<td>0.83</td>
<td>0.06</td>
<td>0.66</td>
</tr>
<tr>
<td>K-nearest neighbour</td>
<td>0.76</td>
<td>0.65</td>
<td>0.8</td>
<td>0.06</td>
<td>0.72</td>
</tr>
<tr>
<td>Classification tree</td>
<td>0.7</td>
<td>0.57</td>
<td>0.8</td>
<td>0.06</td>
<td>0.69</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.73</td>
<td>0.5</td>
<td>0.9</td>
<td>0.09</td>
<td>0.7</td>
</tr>
<tr>
<td>Gradient boosting</td>
<td>0.74</td>
<td>0.48</td>
<td>0.87</td>
<td>0.07</td>
<td>0.68</td>
</tr>
<tr>
<td>Support vector machine</td>
<td>0.74</td>
<td>0.6</td>
<td>0.85</td>
<td>0.08</td>
<td>0.72</td>
</tr>
</tbody>
</table>

| Logistic regression | 0.56 | 0.57 | 0.55 | 0.03 | 0.56 |
| K-nearest neighbour | 0.76 | 0.76 | 0.59 | 0.04 | 0.67 |
| Classification tree | 0.64 | 0.34 | 0.83 | 0.04 | 0.58 |
| Random forest | 0.74 | 0.4 | 0.9 | 0.08 | 0.65 |
| Gradient boosting | 0.75 | 0.39 | 0.91 | 0.09 | 0.65 |
| Support vector machine | 0.65 | 0.29 | 0.93 | 0.08 | 0.61 |

<table>
<thead>
<tr>
<th>Test set</th>
<th>area under the curve</th>
<th>Sensitivity</th>
<th>specificity</th>
<th>positive predictive value</th>
<th>balanced accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic regression</td>
<td>0.72</td>
<td>0.53</td>
<td>0.83</td>
<td>0.06</td>
<td>0.68</td>
</tr>
<tr>
<td>K-nearest neighbour</td>
<td>0.72</td>
<td>0.53</td>
<td>0.78</td>
<td>0.05</td>
<td>0.66</td>
</tr>
<tr>
<td>Classification tree</td>
<td>0.69</td>
<td>0.53</td>
<td>0.84</td>
<td>0.07</td>
<td>0.69</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.8</td>
<td>0.4</td>
<td>0.92</td>
<td>0.09</td>
<td>0.66</td>
</tr>
<tr>
<td>Gradient boosting</td>
<td>0.8</td>
<td>0.47</td>
<td>0.88</td>
<td>0.08</td>
<td>0.67</td>
</tr>
<tr>
<td>Support vector machine</td>
<td>0.79</td>
<td>0.53</td>
<td>0.87</td>
<td>0.08</td>
<td>0.7</td>
</tr>
</tbody>
</table>

| Logistic regression | 0.53 | 0.47 | 0.55 | 0.02 | 0.51 |
| K-nearest neighbour | 0.66 | 0.533 | 0.74 | 0.04 | 0.64 |
| Classification tree | 0.77 | 0.6 | 0.83 | 0.07 | 0.71 |
| Random forest | 0.8 | 0.4 | 0.92 | 0.09 | 0.66 |
| Gradient boosting | 0.8 | 0.47 | 0.91 | 0.1 | 0.69 |
| Support vector machine | 0.63 | 0.4 | 0.9 | 0.08 | 0.65 |

**Fig. 1.** Receiver operating curves of all algorithms in model 1.
and complex behaviour is extremely difficult. When training a model to predict cases using matched controls, or a relative small control group, as done in other studies, the prediction accuracy greatly improves (Barak–Corren et al., 2017; Walsh et al., 2017b). However, as soon as the low prevalence is taken into account, the change of being a case even after a positive test result remains really low. Since suicidal behaviour is such a rare event, even the slightest prediction errors result in high false positive rates, meaning that a person will be incorrectly classified as suicidal. As with the prediction of suicidal ideation, the metrics did not differ so much between algorithms. Still, as suicide attempts are so devastating, an increase in PPV from 6% to 9% may still be relevant from a suicide prevention perspective. Therefore, when implementing machine learning models in a clinical practice, the models should not be seen as substitution of a professional, but as a complementary step in the identification and stratification of people at risk for future suicidal behaviour. Although the PPVs are not great, we still argue that the machine learning approach of model building and validation offers hope for suicide prevention. This approach includes multiple checks to see whether a statistical model actually fits the data via techniques such as cross-validation and bootstrapping. This renders the results more robust and reproducible. When adhering to the machine learning approach of model building, logistic regression itself is essentially a form of machine learning, as it is an algorithm to learn from observations.

4.4. Best predictors

The risk factors that were most important to predict future suicidal ideation were internal entrapment, defeat and perceived burdensomeness. This resonates with the integrated motivational volitional model that states that suicidal thoughts develop in response to feelings of internal entrapment, and that perceived burdensomeness moderates the relation between internal entrapment and suicide ideation (O’Connor and Kirtley, 2018). Although novel ecological momentary assessment studies have shown that the transition from defeat to entrapment to suicide ideation via perceived burdensomeness may be more complicated then suggested by the IMV (Hallensleben et al., 2018; Kleiman et al., 2017), the present findings do indicate the importance of these central elements of the IMV model.

Internal entrapment and depressive symptoms were also the most important variables in the prediction of future suicide attempts. Depressive feelings are not explicitly included in the IMV model but are likely to influence many factors involved in the development of suicidal ideation. The relationship between depression and suicide ideation is well established (Turecki & Brent, 2016). EMA studies have also found that changes in depressive feelings are associated with changes in suicidal ideation, although the direction of this relationship is unknown. Additionally, optimism and resilience were most often selected as important protective variables. Interestingly, the volitional variables, i.e. variables that govern the transition from thoughts to action such as acquired capability were not often included as most important. Also, a history of suicidal attempt only entered any of the models twice, although it is one of the most important known risk factors for future suicidal behaviour (Franklin et al., 2016). These unexpected findings may reflect the fact that the number of suicide attempts was small, that they included a mixture of first time attempts and repeat attempts, and that the overwhelming majority of participants who attempted suicide would also have reported suicide ideation. As a consequence, the study may simply not have been powered to distinguish suicide attempts from suicidal ideation in the models. Future research should also assess the full range of volitional variables (O’Connor and Kirtley, 2018).

4.5. Comparing different techniques

So why did the performance metrics not differ highly between different techniques or when including more information? Several reasons may explain this (Hand, 2006). For one, the sum scores are, of course, based on the separate items, but overall they have less measurement
error. Model fitting is a sequential process that starts with the largest aspects of the data and then progressively moves to uncover smaller aspects. In our data it seems that the initial step taken by relative simple models at the start already explains so much variance that the extra accuracy of more sophisticated models is fairly small. Although it is hypothesized that the complex interactions between different constructs underlies suicidal behaviour, it may be that our data simply did not capture the necessary constructs accurately enough to model their interaction. When adding more detailed information from other domains such as employment status, education and previous health care uptake, the complex non-linear interaction between the different predictors from different domains might result in superior performance of complex machine learning techniques over regular logistical regression.

Another argument relates to the error in class labels. All algorithms are based on the assumption that there are no errors in the classification, or in the assessment of psychological constructs. Even with salient behaviour such as a suicide attempt, we know that people answer inconsistently over time (Eikelenboom et al., 2014). Respondents might not be willing to disclose that they attempted suicide, or even that they still have suicidal ideation. It might be that respondents did take an overdoses of pills, but afterwards reasoned that it was not a “real” attempt. These potential errors in classification make it difficult to improve prediction. Finally, it is intrinsically difficult to predict future human behaviour: many factors can influence the outcome during the time interval between baseline and follow-up.

### 4.6. Feature selection

In this study, many scales were assessed during a face to face interview session which lasted one hour. This is of course not feasible in daily practice. However, it is highly likely that not all scales or all items are needed. For example, De Beurs et al. (2014) showed that when using computer adaptive testing techniques, the 19 item Beck Scale for Suicide Ideation could be reduced to 4 items without losing discriminative ability (De Beurs, de Vries, de Groot, de Keijser, and Kerkhof, 2014). We are currently working on a feature selection study that will allow us to select only the most informative single items of all scales, thereby hoping to reduce the cost of assessment.

In sum we found that the differences in accuracy between the algorithms was negligible. Therefore, the decision about which algorithm to implement in clinical practice will depend on other factors. For example, less complex algorithms are often easier to interpret and easier

![Fig. 3. Ranking of the importance of each variable according to random forest model to predict future suicide ideation.](image-url)

**Table 5**

Top 5 most important predictors for future suicidal ideation and future suicide attempt.

<table>
<thead>
<tr>
<th>Suicide ideation</th>
<th>Variable 1</th>
<th>Variable 2</th>
<th>Variable 3</th>
<th>Variable 4</th>
<th>Variable 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic regression</td>
<td>History of suicide ideation</td>
<td>Age</td>
<td>History of suicide attempt</td>
<td>Mental imagery</td>
<td>Acquired capability</td>
</tr>
<tr>
<td>K-nearest neighbour</td>
<td>Internal entrapment</td>
<td>Defeat</td>
<td>Entrapment</td>
<td>Mental imagery</td>
<td>Interpersonal needs</td>
</tr>
<tr>
<td>Classification tree</td>
<td>History of suicide ideation</td>
<td>Interpersonal needs</td>
<td>Defeat</td>
<td>Perceived burdensomeness</td>
<td>Mental imagery</td>
</tr>
<tr>
<td>Random forest</td>
<td>Defeat</td>
<td>History of suicide ideation</td>
<td>Depressive symptoms</td>
<td>Suicide ideation full scale</td>
<td>Perceived burdensomeness</td>
</tr>
<tr>
<td>Gradient boosting</td>
<td>Internal entrapment</td>
<td>Defeat</td>
<td>Entrapment</td>
<td>Interpersonal needs</td>
<td>Mental imagery</td>
</tr>
<tr>
<td>Support vector machine</td>
<td>Internal entrapment</td>
<td>Defeat</td>
<td>History of suicide ideation</td>
<td>Mental imagery</td>
<td>Perceived burdensomeness</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Suicide attempt</th>
<th>Variable 1</th>
<th>Variable 2</th>
<th>Variable 3</th>
<th>Variable 4</th>
<th>Variable 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic regression</td>
<td>Acquired capability</td>
<td>Defeat</td>
<td>Lack of social support</td>
<td>Mental imagery</td>
<td>Stress</td>
</tr>
<tr>
<td>K-nearest neighbour</td>
<td>Defeat</td>
<td>Resilience</td>
<td>Internal entrapment</td>
<td>Entrapment</td>
<td>External Entrapment</td>
</tr>
<tr>
<td>Classification tree</td>
<td>Depressive symptoms</td>
<td>Defeat</td>
<td>Internal entrapment</td>
<td>History of suicide ideation</td>
<td>Suicide ideation screener</td>
</tr>
<tr>
<td>Random forest</td>
<td>Depressive symptoms</td>
<td>Suiide ideation full scale</td>
<td>Depressive symptoms</td>
<td>Resilience</td>
<td>Acquired capability</td>
</tr>
<tr>
<td>Gradient boosting</td>
<td>History of suicide attempt</td>
<td>Defeat</td>
<td>Internal entrapment</td>
<td>Resilience</td>
<td>Age</td>
</tr>
<tr>
<td>Support vector machine</td>
<td>Defeat</td>
<td>Mental imagery</td>
<td>External Entrapment</td>
<td>Perfectionism</td>
<td>Optimism</td>
</tr>
</tbody>
</table>
to implement on a computational device. The field of machine learning offers some promising approaches and techniques, however which technique to apply will depend on the situation and the available data. Although complex machine learning techniques did not show added value in the prediction of suicidal behaviour when applied a dataset containing multiple psychological measurements, the addition of data from other domains, such as on employment, education, and previous healthcare uptake might result in better performance of machine learning over regular logistical regression.
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